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Stem Convolutional Group
Input Shape (e.g., (None, None, 3))

=i

Model Architecture Specific
Convolutional Groups

Attach a new task

/ (e.g., classifier).

Optional (pooling=None)

If not included, then the
activation layer for the final
convolution is the
bottleneck layer.

—  No Task (e.g.,
classifier)

Final layer before classifier, also called the
Bottleneck Layer
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Transfer Pre-Trained Weights (e.g., ImageNet) and freeze layers.

Train the layer(s) in the new task.



Pre-train each model instance
with tiny learning rate.
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— E_ach model instance gets a
different draw from the random

distribution.
> .

Select model instance with
lowest training loss.
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Select a single draw from the

random distribution.
Initial learning rate

Model Model Model
Instance Instance Instance

Warmup learning rate . N

Step up learning rate after each epoch until
reaching initial learning rate for training.



Batch Modified Batch

A

Choose random subset of
images from batch.
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Random Translation

Original



hetic D
Synthetic Data Model Training

Learn embedding
for essential
features.

Pre-training

Real-World Data

\ Fine-Tuning

Full-Training




Overlay natural

objects for scene ini

thajlt obscures part Occlusion Objects Model Training

of the object being Learn embedding
recognized. for essential

features.

Real-World Data

Full-Training
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Essential Features

v
Representational Learning

Auto-Transformation data

Human labeled data

Unsupervised
learning of
essential
features.

Supervised
learning of
fine-tuning for
task.




Initial Search Space
Random/Bayesian Combinations

Batch Size

Narrowed Search Space — |
(Beam)

Learning Rate G



Pre-trained Large Model

(Teacher)

Class probability

distribution (soft The loss between

labels). the teacher’s soft
labels and student,
along with hard
labels, is backward
propagated.

Compact Model
(Student)

o /
=
TN\ Prodicive

Compact Model being p!'ob_abili'ty
Trained to Mimic Large distribution
Model




Ensemble in Training

1) An ensemble set
of models are
trained on noisy
labeled data.

Source is |:>
generally from /
crowd sourced
data.
Good Label/
data.

2) The ensemble
set of models is
fine-tuned on good
label data.




The weakly trained

Weakly Trained Ensemble ensemble is used
| to generate “less
noisy” labels. Train a strong
model with
\ combined good

label data and less
noisy labeled data.

The noisy data is
feed thru the
ensemble in
predictive mode.




Model trained on Label Data

The Pseudo
Labeled data and
Labeled data are
merged into new
training set.

g

Model has good
accuracy to start
with.

Continuously repeat. The

next composite training
< / set is feed for training.




Train two models in parallel

/using the training data. \
Data Value Estimator Predictor Model

O ® OF

Select subset of examples
Reinforcement Learning
Random initialization of weight

based on weighted value.
values (label) per example.

Calculate reward to update weighted
value (label) of examples.






\ Model Instance
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Group and Block Architecture Group, Block, Connectlvlty
Requirements Requirements Assemblies
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Bias feature
is the label

lﬁ>-f>l:>-ﬁ>

Score (Input) If no bias,
accuracy
Remove Bias Feature (e.g., gender) Train w/o the bias feature Train with score from will be 50%
. . (random).
predicted score w/o bias

and use bias as the label.




Label: Inverted Bias

|i‘> loss(inverted bias)

| > loss(score)

Predicted score minimax loss (adversarial):
Minimize the loss in predicted score

Invert (Flip) the Bias

Maximixe (by inverting) the loss on

Remove Bias Feature (e.g., gender) predicted bias)




Batch\I l I -
Penalty
(matrix add)
Random
Perturbation
Batch
(Translation
Scale Random Difference
Invariance) Perturbation between batch
Batch and random

Encoding ge:tttl‘rbation
atc

Soft Labels

You take a batch. Then take a second batch which is a near mirror of the batch (same labels). If you have true representational learning in the model bottom then the soft
label outputs from both should be identical (O penalty). Otherwise, the difference is the penalty added to the loss (matrix add + softmax) that is backward propagated.
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Encoding Post-activation
(low dimensionality) \ (hard labels)

>.>l>.

Embedding Pre-activahon
(high dlmensionality) (soft labels)
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Input




